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Dynamic Planning for Sequential Whole-body Mobile Manipulation

Zhitian Li'*, Yida Niu'?*, Yao Su!, Hangxin Liu', Ziyuan Jiao'

Abstract—The dynamic Sequential Mobile Manipulation Plan-
ning (SMMP) framework is essential for the safe and robust oper-
ation of mobile manipulators in dynamic environments. Previous
research has primarily focused on either motion-level or task-
level dynamic planning, with limitations in handling state changes
that have long-term effects or in generating responsive motions
for diverse tasks, respectively. This paper presents a holistic
dynamic planning framework that extends the Virtual Kinematic
Chain (VKC)-based SMMP method, automating dynamic long-
term task planning and reactive whole-body motion generation
for SMMP problems. The framework consists of an online task
planning module designed to respond to environment changes
with long-term effects, a VKC-based whole-body motion planning
module for manipulating both rigid and articulated objects,
alongside a reactive Model Predictive Control (MPC) module for
obstacle avoidance during execution. Simulations and real-world
experiments validate the framework, demonstrating its efficacy
and validity across sequential mobile manipulation tasks, even in
scenarios involving human interference.

I. INTRODUCTION

Sequential Mobile Manipulation Planning (SMMP) is be-
coming increasingly crucial for intelligent service robots to
autonomously operate and assist humans in diverse daily
activities within task-rich household environments. In such
scenarios, robots are required to perform a broad spectrum
of manipulation tasks, navigating through expansive and con-
fined workspaces while planning and executing sequences
of distinct interactive actions. Existing research in mobile
manipulation [I-3] and sequential manipulation [4-7] has
made notable progress in addressing SMMP challenges. How-
ever, these methods usually assume a static environment.
This assumption impedes the practical deployment of SMMP
methods in service robots for household environments, as these
environments pose a unique challenge: human activities can
introduce unforeseen changes to environment states or even
impact the robot itself. Therefore, it is crucial to develop a
dynamic planning framework that can adapt to unforeseen
environmental changes, and replan action sequences or mo-
tion trajectories when required, thereby ensuring the robot’s
reliability in the presence of unpredictable alterations.

Research on dynamic planning for service robots, par-
ticularly those capable of both navigation and manipula-
tion, falls into two primary groups: motion-level and task-
level. Motion-level dynamic planning approaches [8—14] focus
on individual mobile manipulation tasks, achieving dynamic
planning through rapid, reactive motion generation. These
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(a) Motion-level. Left: The human’s movement interferes with the
robot’s approach to the door. Right: The robot must dynamically
adjust its movement to avoid colliding with the human.

(b) Task-level. Left: The robot opens the cabinet door before placing
the bottle inside. Right: The human closes the cabinet door, prompting
the robot to replan its task sequence to reopen the door.

Fig. 1: Human activities can interfere with a robot’s operation,
necessitating dynamic planning at motion and task levels.

approaches formulate environment states susceptible to un-
expected environment changes into objectives or constraints
of the planning problem and periodically update the motion
trajectory with high frequency. While excelling at responding
to immediate environmental changes, such as evading humans
during manipulation (see Fig. la), these methods struggle
with state changes that have long-term effects because of
the increased computational overhead. On the other hand, as
Fig. 1b suggests, task-level dynamic planning approaches [15—

] involve sequences of interactive actions. Typically, they
employ rapid high-level symbolic task planning for action
sequencing, especially suitable for long-term operations (see
Fig. 1b). Each high-level action corresponds to a low-level
motion generator for execution. However, given the diverse
nature of SMMP problems involving various interactive ac-
tions, designing low-level (i.e. motion-level) dynamic planners
would demand substantial manual effort. Consequently, exist-
ing dynamic planning approaches for SMMP focus on simple
manipulation tasks, and there is still considerable progress
needed before they can be applied in real-world settings.

A noteworthy recent contribution to SMMP is presented in
the work of [1,4]. This research introduces a general SMMP
planning method based on Virtual Kinematic Chain (VKC)
and body schema, automating the generation of extended
action sequences for SMMP problems involving diverse mo-
bile manipulation tasks. The method showcases sophisticated
whole-body coordination in confined spaces and adaptability
to daily objects with diverse articulations, offering insights for
deployment in service robots operating in the real world.
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Fig. 2: Overview of the proposed VKC-based dynamic planning framework. (a) Our task planning module first searches for a sequence
of symbolic actions [4] within the Planning Domain Definition Language (PDDL)-based planning domain. These actions indicate how VKCs
are modified during interactions and can be instantiated to motion planning problems. (b) Whole-body trajectories are subsequently generated
by the motion planning module, considering motion constraints on VKC structures and task goals [1]. Then, onboard controllers realize
dynamic obstacle avoidance and trajectory tracking. (c) As tasks progress, the state monitor detects changes in the environment, provides
feedback on robot poses to the onboard controller, and dynamically updates the PDDL problem for reactive task replanning.

Building upon the VKC-based SMMP method, we present a
dynamic planning framework that is resilient to uncertainties,
undesired conditions, and human interventions. To address
task-level interference, we employ an online task replanning
module that reacts to environmental changes with long-term
effects by updating the action sequence. For motion-level
interference, we utilize the VKC-based whole-body trajectory
generation method for mobile manipulation planning, followed
by integrating a reactive MPC module for dynamic obsta-
cle avoidance during execution. The combined framework is
depicted in Fig. 2. Simulation and experimental validations
demonstrate the efficacy of our proposed dynamic planning
framework in handling various household tasks, including
sequential mobile manipulation with human interventions, and
articulated object mobile manipulation amid moving obstacles.

A. Related Work

Sequential Mobile Manipulation Planning (SMMP):
Solving SMMP problems presents challenges, mainly due to
the high complexity in contact modes and the high dimen-
sionality of the state space. Recent efforts have been di-
rected towards addressing these challenges hierarchically, with
notable approaches including Multi-Modal Motion Planning
(MMMP) [19,20], and Task and Motion Planning (TAMP) [4,

,21]. Despite significant progress from various perspectives,
SMMP problems remain largely unsolved. The fundamental
concept behind existing hierarchical strategies is similar: the
symbolic task planner incrementally constructs the plan, with
necessary backtracking, until the primitive manipulation skills
generate a feasible motion for execution that satisfies all task
constraints. Consequently, most existing works on SMMP
problems simplify motion planning complexity, addressing
only simple pick-and-place manipulation problems. These
approaches avoid substantial efforts in designing i) intricate
planning domains, and ii) specific motion planners for com-
plex mobile manipulation tasks. However, such simplifications
may not effectively tackle practical challenges in task-rich
scenarios, limiting the deployment of methods in real-world

settings. In contrast, the VKC-based SMMP method [I,4]
leverages the advancements of hierarchical strategies in TAMP
methods. It demonstrates that the VKC perspective serves
as an intermediate representation, offering a more unified
approach to mobile manipulation task modeling. The method
showcases its capability to adapt to a wide spectrum of mobile
manipulation tasks. This paper aims to develop a dynamic
planning framework for the VKC-based SMMP method, tak-
ing a step closer to addressing the complexities and challenges
inherent in SMMP problems.

Reactive Planning (Online Replanning):  Motion-level
dynamic planning/control methods [8] typically function as
fast local planners, updating the reference trajectory generated
by global planners in real-time [9,22] to avoid potential
collisions in highly dynamic environments. Various online
motion planning approaches for mobile manipulators have
been proposed, including redundant Inverse Kinematics (IK)
controller [10], obstacle trajectory prediction [8], etc. Among
these, the MPC-based method prevails [11, 13, 14], as it con-
verts static/dynamic obstacle avoidance into convex inequality
constraints and integrates kinematics, dynamics, and physical
constraints within the optimization formulation. However, in
practice, state changes may cause long-term effects, making
the problem too complex to solve for real-time operation due
to the extended planning horizon.

Task-level dynamic planning approaches [15] utilize high-
level planning utilizing formalized planning languages such as
behavior trees [18], or self-defined mode switches [16, 17] to
address long-horizon planning problems. High-level planning
proves to be more efficient than motion planning and is more
suitable for modeling sequential planning problems involving
alternations in system kinematics/dynamics. However, action
sequences generated by high-level planners must be inter-
pretable into low-level trajectories for execution, necessitating
significant effort in designing motion primitives. Consequently,
existing dynamic planning approaches for SMMP focus on
simple manipulation tasks and are far from applicable to real-
world settings with emerging tasks.
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II. DYNAMIC VKC-BASED SMMP FRAMEWORK
A. VKC-based Task Decomposition

The initial step for robots in solving SMMP problems is
to decompose the task into a sequence of temporally feasible
actions, which necessitates task planning (Fig. 2a). Conven-
tional task planning approaches involve defining symbolic
actions and states, often assuming these actions are executable.
However, many symbolic actions are challenging to instantiate
at the motion level. From the VKC perspective, actions are
defined as modifications to the VKC structure, characterized
by pick and place, transforming the SMMP problem into
a sequence of VKC state and structure changes. The pick
action moves the VKC to an object and extends its kinematics
by adding a virtual attachment joint to connect the object
and the end-effector. pick encompasses tasks where mobile
manipulators interact with the environment, such as picking
up an object or grasping a handle. On the other hand, the
place action moves the object, already connected to the
current VKC, to a goal pose. The object’s incorporation into
the VKC imposes kinematic constraints on the planner. After
reaching the goal pose, place breaks the VKC at the virtual
attachment joint, separating the mobile manipulator from the
object, which is then placed at the disconnected position.
place pertains to tasks where mobile manipulators stop
interacting with the environment, like placing an object. These
two actions can represent a wide range of mobile manipula-
tion tasks, and utilizing them helps to simplify the planning
domain by eliminating unnecessary actions and intermediate
state predicates. Task planning on such a simplified domain
has been demonstrated to be more efficient compared to
conventional domains [4], thereby benefiting the dynamic task
planning module in terms of computational efficiency.

B. Motion Planning on VKC

The action sequence composed of pick and place indi-
cates how VKCs are modified during interactions and how an
action is instantiated to a motion planning problem. As shown
in Fig. 3, constructing a VKC involves four key inputs: the
robot kinematics, the object kinematics, a virtual base, and a
virtual attachment. The kinematics of the robot and the object
are assumed to be known. The virtual floating base reflects
the motion possibilities of the mobile platform, and a 3-DoF
kinematic chain is constructed to imitate its planar motion.
Virtual attachments characterize the motion constraints and
spatial relations between the robot’s end-effector and the
attachable link (i.e., links in contact) on the object.

The constructed VKC, as shown in Fig. 3, for closing a
cabinet door involves inserting a virtual attachment between
the robot’s end-effector link and the door’s handle, connect-
ing the kinematics of the robot and the manipulated object.
Notably, VKC is a malleable representation, allowing the
insertion of additional virtual attachments between different
components, resulting in an extended VKC. If a manipulated
object is articulated, its kinematic model must be inverted for
the constructed kinematic chain to remain serial. Detailed steps
for VKC construction can be found in [1].

The state vector, denoted as = [¢5,4);,45]" € Xirce
represents the state of a VKC, where g = [zp,yB,05] is

VKC
Virtual Attachment

Object Kinematics

Robot Kinematics
Virtual Mobile Base

Fig. 3: Modeling a mobile manipulation task with the VKC.
The construction of a VKC entails four essential inputs: the robot
kinematics, the object kinematics, a virtual base, and a virtual
attachment. Due to the articulated nature of the cabinet, its kinematic
model needs inversion to preserve a serial VKC.

the vector of the omnidirectional mobile base, ga; = RS is
the vector of manipulator joint angles, qo is the vector of
joint values for the manipulated object, and Apee = R™ is
the collision-free configuration space of VKC, where n is
the total Degree of Freedom (DoF). The motion planning
problem on VKCs is equivalent to finding a 7T-step path
Zrry = &R T2 - - - 1)) € Xiree, Where the subscript [£]
describe a variable at the step k, which can be formulated
and solved through trajectory optimization [1,23]. As shown
in Fig. 2b, the planned trajectory ;.7 is subsequently time-
parameterized and then sent to the on-board controller for
execution. A high-level MPC (detailed in Sec. III) is employed
for movable obstacle avoidance, utilizing the VKC trajectory
as the reference trajectory. Afterward, the optimized command
is sent to the low-level arm/base controller for execution.

C. State Monitor

The state monitor (Fig. 2¢) tracks environment changes and
updates the state changes to the task planning and motion
planning modules during SMMP tasks. Specifically, the per-
ception module detects object poses from the Motion Capture
System (MCS) and tracks necessary object states (e.g., mobile
base’s location), sending them to the onboard control module.
Additionally, some object states are further sent to the state
validator, which verifies the predicate states in the PDDL
file. For instance, to check if an object is On another object,
both object states are sent to the state validator, and their
spatial relation is computed through predefined rules [24, 25].
The predicates that describe object relations are then updated
in the PDDL problem file. At the end of each pick and
place action pair, the state validator is invoked to update
the environment state. Subsequently, the task planner is called
to plan a new action sequence. If the newly planned action
sequence is different from the previously planned sequence,
our framework will discard the previous sequence and utilize
the new one for motion planning.
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III. MPC-BASED MOTION CONTROL
A. Mobile Manipulator’s Model

We consider a velocity-controlled mobile manipulator with
system kinematics described as:

cosfpzp —sinfpyp
. O 00
bby _ smbpxp + costpyp ’ )
0B
an

where the state vector 2 is the configuration of the platform

. T
in the local frame. Choosing u = [9&3793, GB,QM] as
input and utilizing a discretization scheme, the discrete-time
nonlinear transition function f of the system can be derived
in a general form:

Zihe1] = [ (2[k)s Upe]) - (2)
B. Controller Design

The MPC controllers obtain the control input by solving
an Optimal Control Problem (OCP) at each sample time [26].
That involves minimizing a given cost function over a defined
prediction horizon subjected to defined constraints. In this
work, the OCP is designed to generate feasible and smooth
motions required for the mobile manipulator to track the
reference trajectory while avoiding dynamic obstacles in the
environment [23]. As a result, we formulate the OCP as:

min J z 3a
Z[0:N],%[0:N] ,CZO (D> G2)
S.t. Z[k+1] = f (z[k],u[k]) , YVk=1,--- N (3b)

U] € U,Z[k] € Z, (30)

zo = 2(0), (3d)

where N is the prediction horizon, Eq. (3a) is the cost
function, Eq. (3b) is the kinematic constraints, Eq. (3c) is the
constraint for admissible states (£) and control inputs ({/), and
Eq. (3d) is the initial states constraint.
Due to the difference between pick and place actions,
we formulate the cost function separately:
pick
1) Trajectory Tracking Cost: J* is defined as [27]:

N 2
It (g g ) = 2 |2 = 2 HQ
Jj=0 5

~—

Tracking cost
“4)

N-—
Z Ul k] — Uk 1|k]\|QA + |z

Input smoolhness cost Terminal cost

where the subscript [k + j | k] denotes the predicted value
of a variable at time step k& + j, produced at the time step
k; Q.,Qay, QN are positive definite weight matrices for the
states, inputs and final state respectively. In this objective
function, the first term penalizes deviating from the reference
trajectory 2™, the second term encourages the smoothness of
successive inputs, and the third term ensures accurate terminal
state which is crucial for successful grasping.

2) Obstacle Definition and Avoidance: For collision avoid-
ance, we approximate the contact model of the robot with a
combination of spheres and utilize the barrier function (Fig. 4):

fa(x) = <a1 + e‘aQ(I_O‘3)) , (5)

to formulate soft constraint as a non-piecewise function to
speed up the solver, where z is the distance from the collision
sphere to the obstacles, and the parameters «;_3 control the
safety margin and barrier function gradient.

fa(x)

(a) (b)
Fig. 4: Contact model design for collision avoidance. (a) Contact
model approximation. (b) Non-piecewise barrier function.
For the dynamic pedestrian, we parameterize the corre-
sponding collision model as a cylinder and assume a constant
velocity model as:

T([)k] = ’I‘fkil] + ”..([)klfl] . At, (6)

where rfk] is the center position of the cylinder in the world
frame at step k.
The obstacle constraint is defined as:

7 (b ) = ;) (s (s =), @

where p; is the position of i-th contact sphere’s center, n,, is
the number of contact spheres, @), is the weighting matrix.
Boundary obstacles, such as the wall or other furniture in
the in-room environment, are also considered analogously as
soft planar constraints based on collision primitive position p

and normal vector A;:
7[k]))>Qﬂ (®)

where 7 (p;, r?bs) =Xj-(pi — r‘}bs), n, is the number of static
obstacles, @ is the related weighting matrix.

For pick, we define the cost function J in Eq. (3) as
J = Jt 4+ J% + J", and solve the velocity command of
the mobile base and manipulator jointly. However, for place
when manipulating articulated objects, the VKC-based frame-
work plans the trajectory of the whole kinematic chain & as the
reference trajectory, including the motion of the passive DoF
qg on the object. This design requires the attachment location
on the articulated object maintained within the workspace of
the mobile manipulator during MPC-based tracking control.

place

3) Attached Constraint: An attachment constraint is em-
ployed to keep the attachment location reachable by the arm:

¢ = (fd (dup - da) + fd (da - dlow))Qa 9)

Di[k] —

No Mg

)= 2 2 (fe (= (poo

i=035=0
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Algorithm 1: Control Command Compulation

input : Mobile Base Reference z‘g[[): B]
Articulated Joint Reference qrg[(): B
output: Mobile Manipulator Velocity u

for i < 0 to n; do
// get the predictive horizon
ZB[1:N],UB[1:N] < MPC (ng[,i:HN]);
for j < 1 to N do
// previous time step qu;j—1] as initial
guess;
Thase < Transform(zB[jl);
Tattach < Transform (qg/[Hj] )
qM[j] « IK (Thases Thandie)
anrj] «FirstOrderDiff (qarp;])
end
u <« [up;q,]

end

where d, is the distance between the mobile base and the
attachment location point on the target articulated object. dyp
and dyy is the upper and lower bounds of the distance, @, is
the related weighting matrix.

Furthermore, we separate the control command calculation
for the mobile base and the manipulator in a lead-follower
manner as detailed in Alg. 1. The cost function J in Eq. (3) is
defined as J = J! + J° + J™ + J?, and only the mobile base
z2p (i.e. first three elements in z) is considered by the MPC
framework. Then, the velocity command for the manipulator
is computed by solving IK given the predicted base trajectory

2p and the planned object trajectory qroef.

IV. SIMULATION & EXPERIMENT
A. Simulation Setup

Our approach aims to provide safe planning and control for
mobile manipulators to accomplish physical tasks in dynamic
environments. To validate it, we set a simulation scenario in
RVIZ of ROS to evaluate its performance. A mobile manip-
ulator consisting of dual URSe 6-DoF manipulators equipped
with Robotiq 3-finger grippers as end-effectors and a Clearpath
Ridgeback omnidirectional mobile base is utilized as the robot
platform in both simulation and experiment. Of note, we only
utilize one manipulator in this work, resulting in a 9-DoF
system (3 for the base, 6 for the arm).

We consider a scenario where the robot is tasked to ap-
proach and open the closet door while a pedestrian is walking
nearby. We simulate the pedestrian as a cylinder with the di-
mension of (r, h) = (0.25,2.0) m. The robot’s collision model
is approximated with a series of spheres with dimensions of
0.4 m for the base and 0.15 m for the arm, as illustrated in

TABLE I: MPC Implementation Parameters

Solver Parameter Value \ Weighting Parameter Value
Prediction horzion N 5s Base Position Q.(1,2) 10
Discretization timestep At 0.05 s Base Orientation Q. (3) 15
Jacobian matrix Sparse Arm Joint Angles Q.(4:9) 20

Maximum iteration 30 Linear Velocity Qaw(1,2) 2

Maximum linear velocity (Pick) 0.8 m/s Angular Velocity Qau(3:9) 5
Maximum linear velocity (Place) 0.5 m/s Terminal Term @ n led
Maximum angular velocity 0.5 rad/s | Collision Pedestrian Q, 15
Control Rate 20 Hz Collision Planar Q- 9
Attachment Term Q, 7.5

Fig. 4. To implement the optimal control problem defined in
Eq. (3a), the CppAD Ipopt Toolkit was utilized as the solver
for the NMPC controller. The implementation parameters of
the MPC algorithm are shown in Tab. I. In our simulation,
we select a long prediction horizon (5s) to enhance long-
term optimal control policy, providing heightened sensitivity
towards dynamic cylinder obstacles.

B. Simulation Results

To prove the effectiveness of the proposed NMPC algorithm
in avoiding possible collision with pedestrians, we design two
challenging mobile manipulation tasks in conducting pick
and place, and the results are summarized in Fig. 5.

pick: In Fig. 5a, the mobile manipulator is tasked to
approach and grasp the handle of the cabinet while a pedes-
trian moves from 7, = (—0.8,4.2) m with the velocity
7° = (0.1,0.35) m/s. As shown in the first row of Fig. 5a,
tracking the reference trajectory from the VKC-base planner
without replanning, the pedestrian coincides with the mobile
manipulator. Utilizing the proposed NMPC algorithm (second
row of Fig. 5a), the robot successfully avoids the potential
collision and accurately grasps the target position on the
handle. The trajectory and velocity command generated by the
NMPC controller is shown in Fig. 5c, while the distance from
the robot and possible collision is shown in Fig. Se. As we
can see, there is a substantial change in velocity at ¢t = 12 s
(Fig. 5c) when the mobile manipulator accelerates to avoid
the pedestrian. Despite aggressive behavior at this point, the
velocity curve remains smooth and within the physical limits.
Although the mobile manipulator violates the soft constraints,
a safety distance is maintained between each link of the mobile
manipulator and the pedestrian along the whole trajectory
(Fig. 5e). The gripper’s proximity to collision is registered
at the end as the pick requires grasping the handle.

place: In Fig. 5b, a pedestrian starts moving from the
position 7, = (0.9,—1.1) m with the velocity of 7° =
(—=0.2,0.1) m/s. Similar to pick, without the proposed
NMPC, the mobile manipulator would collide with the pedes-
trian (first row). The NMPC first predicts the trajectory of the
mobile base, then solves the control inputs of the manipulator
using IK, taking into account the door joint trajectory on the
VKC (second row). Fig. 5f demonstrates that this method
successfully achieves a collision-free execution, and both
the velocity and position curves are smooth and within the
hardware limits of the physical robot platform (Fig. 5d).

C. Experiment Setup

The same mobile manipulator platform was adopted for
the experiment, where a Zotac Zbox PC with an Intel Core
i7-10700 CPU is utilized as the local computing hardware.
The Vicon MCS serves as the perception module for tracking
object poses and the mobile base’s position at 200 Hz. The
mobile base is controlled with a PID controller at 100 Hz
to track the planned trajectory and the arm is controlled
by its built-in controller. After planning with the proposed
method, the planned trajectories are time-parameterized to add
timestamps and velocity/acceleration values for robot control.
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Fig. 5: Dynamic Obstacle Avoidance Results

As illustrated in the task setup in Fig. 6, our experiment
scenario includes a cabinet, a tea table, a desk, and a tea can.
At the initial environment state, the tea can is inside the closed
cabinet, where the task goal given to the robot is placing the
tea can on the tea table while the cabinet remains closed. We
qualitatively evaluate the dynamic planning capability of the
proposed framework by allowing human intervention during
robot execution, such as moving the tea can away.

D. Experiment Results

The initial action plan generated by our framework is to
first open the cabinet door, move the tea can to the tea table,
and finally close the cabinet. During execution, the human

relocates the tea can from the tea table to the nearby desk when
the robot is closing the cabinet, as demonstrated in Fig. 6-(3).
The state monitor in our framework detects the environmental
change after closing the cabinet and decides that a request for
a new action sequence is required. The new sequence instructs
the robot to move the tea can back to the tea table, and the
second human intervention occurs when the robot is placing
the tea can, with the cabinet being opened by a human, as
shown in Fig. 6-(5). The robot again successfully addresses
the intervention and executes the new action sequence to fulfill
the final task requirement at Fig. 6-(7). Our experiment results
demonstrate the capability of our dynamic SMMP framework
to effectively respond to human intervention.
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Task goal:
1. Put the tea can on the
tea table.

2. Keep the cabinet closed.

S

~

Fig. 6: Experiment setup and execution results.

V. CONCLUSION

In this paper, we present a holistic VKC-based dynamic
SMMP framework achieving both task-level and motion-level
dynamic planning under human activities. For the task level,
we design the planning domain from the VKC perspec-
tive, implementing dynamic task replanning on a physical
robot platform, and qualitatively verifying its efficacy through
real-world experiments. For the motion level, we develop a
new MPC approach for high-dimensional mobile manipulator
dynamic collision avoidance in both interactive and non-
interactive tasks. Additionally, we perform a quantitative study
in simulations for pick and place actions to validate the
effectiveness of the presented approach. In the future, we aim
to fully deploy the proposed framework on a physical mobile
manipulator platform, along with the non-MCS perception and
localization module.
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